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Abstract—Image retrieval (IR) methods gains more popularity because of its huge accessibility of multi-media 

datasets. The current IR system had an incredible performance over labeled dataset. But often, data labelling 

is expensive and infrequently not possible. Thus, unsupervised and self-supervised learning techniques are 

renowned techniques. Many self or unsupervised techniques are sensitive to the several classes and cannot 

combine labeled data on availability. With this study, this study focuses on the design of CBIR model using 

VGG19 Network with Class Attention Mechanism (CBIR-VGGCAM). The CBIR-VGGCAM technique 

derives a class attention layer (CAL) for capturing the discriminatory class-specific feature. In addition, the 

Canberra distance is applied as a similarity measurement metric for determining the resemblance among the 

feature vector of the images. Upon providing the query image (QI), the feature vectors are derived by the 

VGG19 network and a similarity measurement is made with the feature vector of the image database. 

Eventually, the images with high resemblance are retrieved in the database. A wide-ranging experiment was 

take place on benchmark databases and the obtained outcomes depict the advancement of the CBIR-VGGCAM 

algorithm over the recent approaches. 

Keywords— Content based image retrieval, Class attention layer, VGG19 networks, Deep learning, Corel10K 
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1. Introduction 

Currently, the image-oriented information has been rapidly increasing because of the explosion of social media 

and smartphones. Similarly, the demand and use of image-based queries are accelerating that is people search 

for data through the textual queries. Image similarity search is a type of image retrieval (IR) policy that search 

images on the basis of specified query image (QI). The image similarity is defined by several features like 
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shape, color, structure and texture. Image-based similarity search techniques are termed as a content-based 

image retrieval (CBIR) system. At present, CBIR is ruling because of the heavy demand of image-oriented 

data information retrieval system. Hence, CBIR systems are modelled as domain-specific. Face retrieval 

system query for same facial image for the given QI. Medical IR system helps diagnoses to be accurate and 

easy. Then Product retrieval system will find out the cherished products of users from online shopping. Cloth 

retrieval system may aid the users to find their desirable product. By comparison with domain-specific IR 

system, multipurpose IR system sightsee the general relation, unbiased data. Currently, search engine inherits 

the expediency of CBIR system for querying similar images. CBIR system consist of 2 key elements one is 

finding similar images and another one is understanding image content. The overview of CBIR is given in Fig. 

1.  

 

Fig. 1. Overall workflow of CBIR model 

Over a year, a transition was noted in feature representation from hand engineering to learning based afterward 

on the appearance of deep learning (DL) methods [5]. The convolutional neural network (CNN) based feature 

learning replaces an advanced form of conventional hand-crafted features. The DL method is a hierarchical 

feature representation method for learning the abstract feature in data that is significant to that application and 

dataset [6]. Depending on the types of data to be treated, distinct frameworks have been established namely 

CNN for image data, Recurrent Neural Networks (RNN) for time sequence dataset, Multilayer Perceptron 

(MLP), or Artificial Neural Network (ANN) for one dimensional data [7]. Tremendous growth has been created 

in this year for utilizing the influence of DL method for CBIR model.Yang et al. [8] presented a DNN based 

IR technique in which saliency map has been resultant to procedure human gaze shifting paths with constraint 

metrics. Clearny, it is primary plan for a DNN-based image saliency forecast. Afterward, it can be leverage 
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image quality assessment (IQA) technique for selecting high-quality salient region that is concatenated in order 

with utilizing presented constraint metrics for mimicking human visual perceptions. Passalis et al. [9] 

introduced a discriminatory deep metric learning technique which purposes to not only learning a 

representation which permits discrimination amongst distinct classes, however, it can be also able of encoded 

the latent generative factor distinctly to all classes, overcoming this restraint.  

Tzelepi and Tefas [10] employed a deep CNN technique for accomplishing the feature representation in the 

activation of convolution layers utilizing Maxpooling, and afterward, it can be adapting as well as retraining 

the network, for producing further effectual compact image descriptors that enhance combined the retrieval 

efficiency and the memory necessities, rely on the existing data. Öztürk [11] examined the suitability of sparse 

vector from the dictionary learning technique to CBIR task. As DL generally carries out the learning procedure 

from unsupervised approach, it could not produce robust features to the retrieval tasks, particularly when the 

difficult background has been difficult. For overcoming this disadvantage, the DL technique utilizing the 

feature illustration power of CNN has been presented. Wu et al. [12] investigated 2 novel rotation-aware CNN-

based CBRSIR techniques. The final pooling layer has been interchanged from 4 distinct angles in the trained, 

During the Feature Map Transformation Based Rotation-Aware Network (FMT-RAN).  

This paper proposes a novel CBIR model using VGG19 Network with Class Attention Mechanism (CBIR-

VGGCAM). The CBIR-VGGCAM technique derives a class attention layer (CAL) for capture the 

discriminatory class-specific feature. In addition, the Canberra distance is applied as a similarity measurement 

metric for determining the resemblance among the feature vectors of the images. The design of VGG19 

network with CAL shows the novelty of the work. In order to measure the improved performance of CBIR-

VGGCAM model, a comprehensive study is made using Corel 10K dataset. 

2. The Proposed model 

In this study, a new CBIR-VGGCAM technique is derived to effectively retrieve the set of images based on 

the QI. The projected CBIR-VGGCAM technique encompasses two major processes namely VGG19 with 

CAL based feature extraction and Canberra distance based similarity measurement. The overall working 

process is given in the subsequent section

2.1. Design of Feature Extraction Module 

In this phase, the feature extraction of the QI and image  database takes place using the VGG19 network. CNN 

is a kind of DL method for processing information which has a grid pattern, like images and developed to 

adaptively and automatically explore spatial hierarchy of features, from lower to higher level pattern. CNN is 

an arithmetical model is generally made up of 3 kinds of layer (or fundamental component): fully connected 

(FC), convolution, and pooling layers. The primary two, pooling and convolution layers, implement feature 

extraction, where the third, a FC layer, map the extracted feature to last output, like classification. A 

convolutional layer plays an important role in CNN, i.e., made up of a stack of arithmetical functions like 

convolutional, a special kind of linear operation [13]. The procedure of parameter tuning like kernel is known 

http://www.jetir.org/


© 2022 JETIR September 2022, Volume 9, Issue 9                                                        www.jetir.org (ISSN-2349-5162) 

 

JETIR2209407 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org e58 
 

as training, i.e., implemented for minimizing the difference among ground truth labels and outputs via an 

optimization method named gradient descent and, backpropagation amongst others.  

The VGG19 is analogous to VGG16 however these network consists of 19 layers rather than16 that has 3 FC 

dense layers, 16 convolution layers. The first two layer encompasses 64 filter of 3 X 3 kernel and Maxpooling 

layer. The second and third convolution layers includes 128 filters of 3 X 3 kernel and Maxpooling layer [22].  

Numerous sets of 4 convolutional layers including 512 filters of 3 X 3 kernel and Maxpooling layers can be 

organized in a sequential manner. After that, this output can be provided into FC layers. There will be 3 FC 

dense layers having 1000, 4096, and 4096 neurons correspondingly. Excluding the last dense layer, the 

activation function was ReLU for every layer where softmax function has been employed.  

Though the deep features derived by the VGG19 model are higher level and it could be straightway passed into 

the FC layer for producing the outcome, it can be impossible for discovering the high order probabilistic 

dependency via repeatedly feeding it to matching features. So, the extraction of different class wise feature 

performs as a vital part to discover the class dependency and proficiently bridge the VGG19 model for effective 

performance. The CAL layer includes two levels namely generation of class attention map by 1 × 1 

convolutional layer with stride 1, and vectorization of all the classes attention map for attaining class-oriented 

features. In formal, for a provided feature map 𝑋, derived from the VGG19 manner with a size of 𝑊 × 𝑊 × 𝐾, 

and assume 𝑤𝑙 denote the 𝑙‐th convolution filter in the CAL layer. The attention map 𝑀𝑙 to class 𝑙 is derived 

using Eq. (1): 

𝑀𝑙 = 𝑋 ∗ 𝑤𝑙 ,                                            (1) 

where 𝑙 lies in the range of 1 to class count and ∗ denotes the convolutional function. Assume that filter size of 

1 × 1 convolution, 𝑀𝑙 class attention map is inherently a linear mixture of every channel in 𝑋. The CAL layer 

has the ability to learn discriminative class attention maps [15]. Rather than completely linking the class 

attention maps to every hidden unit under the subsequent layer, a class wise connection amongst the class 

attention map is generated and the one-to-one hidden unit. 

2.2 Similarity Measurement 

The feature vector of the QI and database images is denoted as 𝐹𝑒𝑞 =  [𝐹𝑒𝑞(1), 𝐹𝑒𝑞(2) … … . 𝐹𝑒𝑞(𝑛)] and 

𝐹𝑒𝑉𝑑𝑏 =  [𝐹𝑒𝑉𝑑𝑏(1), 𝐹𝑒𝑉𝑑𝑏(2) … … . 𝐹𝑒𝑉𝑑𝑏(𝑛)]. The aim of the similarity metric is to define the optimal ‘𝑛’ 

related images from the database which are identical to the QI. In this study, the Canberra distance is used for 

similarity measurement, which can be represented using Eq. (2). 

𝐶𝐴𝑑 = ∑
|𝐹𝑒𝑉𝑑𝑏(𝑓) − 𝐹𝑒𝑞

(𝑓)|

|𝐹𝑒𝑉𝑑𝑏(𝑓)| + |𝐹𝑒𝑉𝑞(𝑓)|

𝑛

𝑓=1

                           (2) 

where n represents the feature vector length. 𝐹𝑒𝑉𝑞 and 𝐹𝑒𝑉𝑑𝑏 represent the feature vectors of the QI and 

database images correspondingly. When the distance becomes low, the retrieval of images will be effective. 
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3. Experimental Validation 

The performance of CBIR-VGGCAM approach is validated by means of Corel10K dataset [16]. The outcomes 

are investigated based on precision and recall. Fig. 2 depicts the few sample images of query and retrieved 

images. 

 

 

Fig. 2. Visualization of sample output (a) QI (b) Set of retrieved images 

Fig. 3 demonstrates the comparative outcomes analysis of the CBIR-VGGCAM technique with recent ones 

with respect to precision. The results demonstrated that the IGA technique has accomplished lower 

performance over the compared approaches. In addition, the BR-SVM model has gained slightly improved 

precision values over the IGA technique. Followed by, the GAGD, MHA-CBIR, CTEF, and FIF-IRS methods 

have accomplished considerably precision values. However, the CBIR-VGGCAM technique has outperformed 

other ones with an increased precision value under distinct classes. 

 

Fig. 3. Result analysis of CBIR-VGGCAM model with respect to precision 
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Fig. 4 showcases the comparative outcomes analysis of the CBIR-VGGCAM approach with existing ones in 

terms of recall. The outcomes outperformed that the IGA manner has accomplished minimum efficiency on 

the compared methods. Besides, the BR-SVM technique has attained somewhat enhanced recall values over 

the IGA technique. At the same time, the GAGD, MHA-CBIR, CTEF, and FIF-IRS methodologies have 

accomplished considerably recall values. Eventually, the CBIR-VGGCAM system has demonstrated enhanced 

efficiency with the maximal recall value under distinct classes.  

 
Fig. 4. Result analysis of CBIR-VGGCAM model with respect to recall 

 

 
Fig. 5. APN analysis of ELD-THCR model 

Finally, a comprehensive comparative results analysis of the CBIR-VGGCAM with recent techniques is in 

Figs. 5-6 [17-23]. The results demonstrated that the GSH-CBIR method has lower performance over the other 

methods with the APN and ARL of .054 and 0.54 respectively. 
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Fig. 6. ARL analysis of ELD-THCR model 

At the same time, the BR-SVM, IGA, CTEF, FIF-IRS, and GAGD techniques have shown moderately closer 

performance. However, the proposed CBIR-VGGCAM technique has outperformed the existing techniques 

with the maximum APN and ARL of 0.912 and 0.789 respectively. 

From the abovementioned discussion and results, it is evident that the CBIR-VGGCAM technique has the 

ability to proficiently retrieving the images. 

4. Conclusion 

In this study, a new CBIR-VGGCAM technique is derived to effectively retrieve the set of images based on 

the QI. The presented CBIR-VGGCAM technique encompasses two major processes namely VGG19 with 

CAL based feature extraction and Canberra distance-based similarity measurement. The application of CAL 

in the VGG19 network helps for capturing the discriminative class-specific features from the applied input 

images. For inspecting the improved retrieval outcomes of the CBIR-VGGCAM technique, a comprehensive 

comparative study is made and the experiment results highlighted the advancement of the CBIR-VGGCAM 

technique with the maximum APN and ARL of 0.912 and 0.789. Therefore, the CBIR-VGGCAM technique 

can be employed to retrieve images in real time applications. In the future, the performance of CBIR-

VGGCAM technique has been improved by utilize of metaheuristic based hyperparameter optimization 

approaches. 
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